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Methodological 
failure

Insufficient reporting

Failures of the 
scientific community
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reproducibility

Statistical 
reproducibility

Conceptual
reproducibility

Measurement
reproducibility
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Exact 
reproducibility

Reproduction of strictly identical results
as those of a previously published paper

Example: reproducing classification accuracies using the
exact same code, data and random seeds

Colliot et al., MLBD, 2023
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Statistical 
reproducibility

Reproduction of the results of a study under 
statistically equivalent conditions. Results should 

be statistically compatible but not identical.

Example: reproducing a study using another sample of patients 
drawn from the same population or from a population

with the same characteristics

Colliot et al., MLBD, 2023
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Conceptual 
reproducibility

Reproduction of the results of a study under 
conceptually equivalent conditions. 

This includes generalizability studies.

Example: reproducing a study using a different sample of
patients, affected by the same disorder, but with different

socio-demographic characteristics and from different hospitals

Colliot et al., MLBD, 2023
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Measurement 
reproducibility

Variability of a measurement (computed at the
patient level) under variations of the input data. 

Example: variability of a volumetric measurement (coming
for an ML-based segmentation method) when using different

scans of the same patient (often called test-retest 
reproducibility)

Colliot et al., MLBD, 2023
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Exact 
reproducibility

• Access to all components that led to the 
results, including
o data 
o code
o trained models

Colliot et al., MLBD, 2023
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Statistical 
reproducibility

• Detailed description of the data

• Access to code

• Reporting of error margins 

Colliot et al., MLBD, 2023
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Conceptual 
reproducibility

• Detailed description of the 
o datasets
o methods
o experimental procedure

Colliot et al., MLBD, 2023
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ORIGIN: MICCAI Hackathon 2020

Two questions investigated:

• What does it need for a MICCAI paper to be reproducible?

• What could MICCAI do to encourage reproducibility?

Balsiger et al., arXiv, 2021

https://2020.miccai-hackathon.com
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ORIGIN: MICCAI Hackathon 2020

Ø Immediate measures
• Incorporate the reproducibility checklist in the paper submission form
• Introduce a reproducibility chair at MICCAI
• Include a statement of data availability in the conference 

management toolkit (CMT)
• Promote reproducibility efforts of authors 

(github.com/JunMa11/MICCAI-OpenSourcePapers | github.com/yiqings/MICCAI2022_paper_with_code)

• Communicate best practices on reproducibility and code submission

Balsiger et al., arXiv, 2021
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ORIGIN: MICCAI Hackathon 2020

Ø Long-term measures
• Introduce a reproducibility award
• Code submission
• Best practices for evaluation

(Maier-Hein et al; (2022). Metrics reloaded: Pitfalls and recommendations for 
image analysis validation. ArXiv.org 2206.01653)

Balsiger et al., arXiv, 2021
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Models and 
Algorithms Datasets Code Experimental 

results 
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Models 
and 

Algorithms

A clear description of the mathematical setting, 
algorithm, and/or model. 
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Models 
and 

Algorithms
A clear explanation of any assumptions.
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Models 
and 

Algorithms

A clear declaration of what software framework and 
version you used.
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Datasets The relevant statistics, such as number of examples.
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Datasets Description of the study cohort.
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Datasets For existing datasets, citations as well as descriptions if 
they are not publicly available.
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Datasets A link to a downloadable version of the dataset (if public). 
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Datasets

For new data collected, a complete description of the 
data collection process, such as descriptions of the 
experimental setup, device(s) used, image acquisition 
parameters, subjects/objects involved, instructions to 
annotators, and methods for quality control.
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Datasets Whether ethics approval was necessary for the data.
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Code Specification of dependencies.
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Code Training code.
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Code Evaluation code.

xx
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Code (Pre-)trained model(s).

x
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Code Dataset or link to the dataset needed to run the code.
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Code README file including a table of results accompanied by 
precise command to run to produce those results.
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Experimental 
results

The range of hyper-parameters considered, method to 
select the best hyper-parameter configuration, and 
specification of all hyper-parameters used to generate 
results.
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Information on sensitivity regarding parameter changes.Experimental 
results
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Details on how baseline methods were implemented and 
tuned.

Experimental 
results

[…]
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The details of train / validation / test splits.Experimental 
results
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Experimental 
results

A clear definition of the specific evaluation metrics 
and/or statistics used to report results. 



THE MICCAI REPRODUCIBILITY CHECKLIST

37

Experimental 
results

A description of results with central tendency (e.g. mean) 
& variation (e.g. error bars).
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An analysis of statistical significance of reported 
differences in performance between methods.

Experimental 
results
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The average runtime for each result, or estimated energy 
cost.

Experimental 
results
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A description of the memory footprint.Experimental 
results
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A description of the computing infrastructure used 
(hardware and software).

Experimental 
results
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An analysis of situations in which the method failed.Experimental 
results
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Discussion of clinical significance.Experimental 
results
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ON THE REVIEWER SIDE

‘Please comment on the reproducibility of the paper. Note, that 
authors have filled out a reproducibility checklist upon 
submission. Please be aware that authors are not required to 
meet all criteria on the checklist - for instance, providing code 
and data is a plus, but not a requirement for acceptance.’
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ON THE REVIEWER SIDE
Reviewer 1 Reviewer 2 Reviewer 3

Limited 
reproducibility.

Please add the batch size used for training the networks.
Please provide the computational time (at training and testing) of the networks.
Additional statistical tests are needed to evaluate the significance of the results. Please 
use statistical tests to compare the performance of the model trained with multi-centric 
MRIs to those trained with MRIs from a single center.
Did data augmentations were performed to improve the method generalization?
Please describe the data. What are the MRI scanners used for the data acquisition? How 
many Teslas? What are the MRI parameters (TE, TR, flip angle, acquisition time, etc)?
Did this study consider the whole MRI volumes or only 2D slice MRIs? It will be great to 
consider the whole MRI volumes during the method evaluation (that is more needed for 
clinical practice).
JIM model was trained with MRIs from institutions 1, 2, and 3 and evaluated on MRIs from 
institution 4. That seems not enough to conclude that the model trained with multi-centric 
MRIs had better generalizability and accuracy than those trained with images from a single 
institution. I think it will be interesting to train and evaluate the JIM model with MRIs from 
distinct combinations of institutions (e.g., train JIM with MRI from institutions 2, 3, and 4 
and evaluate it on MRI from institution 1) and compare the obtained results (evaluation 
metrics + statistical tests).

high 
reproducibility.
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ON THE REVIEWER SIDE
Reviewer 1 Reviewer 2 Reviewer 3

I don't see any limitations on the 
reproducibility. Study can be reproduced

Not reproducible - although 
publicly available datasets are 
used, implementation code 
has not been made available

The authors ticked Yes for most items of the 
reproducibility checklist, which is sometimes in 
contradiction with what is provided in the 
paper (e.g. range of hyper-parameters 
considered). It seems that the code will be 
made available.

The authors did not provide their 
statement on code availability. This 
would be highly desirable.

ok

Its reproducibility is very high.
The method and parameter explanations are 
excellent, and the data-related parts and 
learning environment are also well explained. I 
look forward to the code release of this paper.

It is very difficult to reproduce the 
paper and achieved results from 
description of the manuscript. The 
authors use a subset and crop the 
videos but any of this information is 
reported.

According to the authors, the 
code will be made public and 
the dataset is publicly available.
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• MICCAI 2020 Hackathon: https://2020.miccai-hackathon.com
• Repo-Review: https://github.com/scientific-python/repo-review
• Repo anonymisation: 

o https://anonymous.4open.science
o https://www.micahsmith.com/blog/2019/10/anonymize-github-repos-double-blind

• List of open-source MICCAI papers: https://github.com/JunMa11/MICCAI-
OpenSourcePapers

• Book chapter (the chapter itself and all its references!):
Colliot, O., Thibeau-Sutre, E., and Burgos, N.: ‘Reproducibility in Machine Learning for 
Medical Imaging’. In Machine Learning for Brain Disorders, edited by Olivier Colliot, 
Neuromethods, Springer, 2023. doi:10.1007/978-1-0716-3195- 9_21 


